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# Abstract

The project focuses on pattern recognition in text using two different algorithms, namely the Knuth–Morris–Pratt (KMP) algorithm and the Z algorithm. The goal is to efficiently search for a given pattern within a text file and analyze their performance characteristics, particularly focusing on time complexity. The study also includes a comprehensive literature review, methodology, results, and conclusions.
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## 1) Introduction

Pattern recognition is a fundamental task in computer science, finding applications in various domains, including text analysis. This project explores the application of two pattern recognition algorithms—KMP and Z algorithms—to efficiently search for patterns in a given text file.

## 2) Literature Survey

The literature review encompasses a comprehensive analysis of related work in the field of pattern recognition and text analysis. Notable references include Pang et al. [1], Turney [2], Elakiya and Rajkumar [3], Hu and Liu [4], Bhadane et al. [5], and others.

## 3) Methodology

### 3.1) Data Set Description

The dataset comprises text files containing patterns to be searched, allowing for a thorough evaluation of the KMP and Z algorithms. These text files consist of over 200000 words which make them the perfect data set for a text searching algorithm to be implemented.

### 3.2) Models (Description and Mathematical Equations)

## KMP ALGORITHM:

Knuth–Morris–Pratt (KMP) Algorithm: The KMP algorithm focuses on efficiently searching for patterns in a text file using a preprocessing step to calculate the Longest Prefix Suffix (LPS) array.

The KMP matching algorithm uses degenerating property (pattern having the same sub-patterns appearing more than once in the pattern) of the pattern and improves the worst-case complexity to O(n+m).

The basic idea behind KMP’s algorithm is: whenever we detect a mismatch (after some matches), we already know some of the characters in the text of the next window. We take advantage of this information to avoid matching the characters that we know will anyway match.

KMP algorithm preprocesses pat[] and constructs an auxiliary lps[] of size m (same as the size of the pattern) which is used to skip characters while matching.

Name lps indicates the longest proper prefix which is also a suffix. A proper prefix is a prefix with a whole string not allowed. For example, prefixes of “ABC” are “”, “A”, “AB” and “ABC”. Proper prefixes are “”, “A” and “AB”. Suffixes of the string are “”, “C”, “BC”, and “ABC”.

We search for lps in subpatterns. More clearly we focus on sub-strings of patterns that are both prefix and suffix.

For each sub-pattern pat[0..i] where i = 0 to m-1, lps[i] stores the length of the maximum matching proper prefix which is also a suffix of the sub-pattern pat[0..i].

In the preprocessing part,

We calculate values in lps[]. To do that, we keep track of the length of the longest prefix suffix value (we use len variable for this purpose) for the previous index

We initialize lps[0] and len as 0.

If pat[len] and pat[i] match, we increment len by 1 and assign the incremented value to lps[i].

If pat[i] and pat[len] do not match and len is not 0, we update len to lps[len-1]

See calculatelps() in the below code for details

# Z ALGORITHM:

Z Algorithm: The Z algorithm employs a different approach, utilizing the Z array to efficiently search for patterns within a text file.

This algorithm finds all occurrences of a pattern in a text in linear time. Let length of text be n and of pattern be m, then total time taken is O(m + n) with linear space complexity. Now we can see that both time and space complexity is same as KMP algorithm but this algorithm is Simpler to understand.

In this algorithm, we construct a Z array.

What is Z Array?

For a string str[0..n-1], Z array is of same length as string. An element Z[i] of Z array stores length of the longest substring starting from str[i] which is also a prefix of str[0..n-1]. The first entry of Z array is meaning less as complete string is always prefix of itself.

The idea is to concatenate pattern and text, and create a string “P$T” where P is pattern, $ is a special character should not be present in pattern and text, and T is text. Build the Z array for concatenated string. In Z array, if Z value at any point is equal to pattern length, then pattern is present at that point.

How to construct Z array?

A Simple Solution is to run two nested loops, the outer loop goes to every index and the inner loop finds length of the longest prefix that matches the substring starting at the current index. The time complexity of this solution is O(n2).

We can construct Z array in linear time.

### 3.3) Evaluation Methods

The evaluation involves comparing the performance of the KMP and Z algorithms using metrics such as execution time, precision, and recall.

### 3.4) Time Complexity Analysis

### Knuth–Morris–Pratt (KMP) Algorithm:

The KMP algorithm has a time complexity of O(m + n), where m is the length of the pattern and n is the length of the text.

### Z Algorithm:

The Z algorithm has a time complexity of O(m + n), similar to the KMP algorithm.

The time complexity analysis provides crucial insights into the efficiency of the algorithms, laying the groundwork for the subsequent results section.

In the implemented check function, the time complexity of both Z algorithm and KMP algorithm is measured. The check function compares the execution times of the Z array calculation and the LPS array calculation, providing insights into the relative efficiency of the two algorithms.

Overall, this research paper aims to contribute to the understanding of pattern recognition algorithms and guide the selection of appropriate algorithms based on the characteristics of the dataset.

### 4) Implementation

Kmp algorithm(kmp):

def calculate\_lps(pattern):

    lps = [0] \* len(pattern)

    length = 0

    i = 1

    while i < len(pattern):

        if pattern[i] == pattern[length]:

            length += 1

            lps[i] = length

            i += 1

        else:

            if length != 0:

                length = lps[length - 1]

            else:

                lps[i] = 0

                i += 1

    return lps

def kmp\_search(pattern, text\_file):

    with open(text\_file, 'r') as file:

        text = file.read()

    m = len(pattern)

    n = len(text)

    lps = calculate\_lps(pattern)

    i = 0  # index for text

    j = 0  # index for pattern

    while i < n:

        if pattern[j] == text[i]:

            i += 1

            j += 1

            if j == m:

                print("Pattern found at index", i - j)

                j = lps[j - 1]

        else:

            if j != 0:

                j = lps[j - 1]

            else:

                i += 1

Z Algorithm(z):

def calculate\_z\_array(string):

    n = len(string)

    z = [0] \* n

    l, r = 0, 0

    for i in range(1, n):

        if i <= r:

            z[i] = min(r - i + 1, z[i - l])

        while i + z[i] < n and string[z[i]] == string[i + z[i]]:

            z[i] += 1

        if i + z[i] - 1 > r:

            l = i

            r = i + z[i] - 1

    return z

def z\_search(pattern, text\_file):

    with open(text\_file, 'r') as file:

        text = file.read()

    concat = pattern + "$" + text

    z\_array = calculate\_z\_array(concat)

    pattern\_length = len(pattern)

    for i in range(pattern\_length + 1, len(concat)):

        if z\_array[i] == pattern\_length:

            print("Pattern found at index", i - pattern\_length - 1)

Time Complexity check(tcheck):

import time

def check(pattern,text):

    exec\_time1=0

    exec\_time2=0

    def z\_array(string):

        start\_time = time.time()

        n = len(string)

        z = [0] \* n

        l, r = 0, 0

        for i in range(1, n):

            if i <= r:

                z[i] = min(r - i + 1, z[i - l])

            while i + z[i] < n and string[z[i]] == string[i + z[i]]:

                z[i] += 1

            if i + z[i] - 1 > r:

                l = i

                r = i + z[i] - 1

        end\_time=time.time()

        globals()["exec\_time1"]=end\_time-start\_time

    concat = pattern + "$" + text

    z\_array(concat)

    def lps(pattern):

        start\_time=time.time()

        lps = [0] \* len(pattern)

        length = 0

        i = 1

        while i < len(pattern):

            if pattern[i] == pattern[length]:

                length += 1

                lps[i] = length

                i += 1

            else:

                if length != 0:

                    length = lps[length - 1]

                else:

                    lps[i] = 0

                    i += 1

        end\_time=time.time()

        globals()["exec\_time2"]=end\_time-start\_time

    lps(pattern)

    if(exec\_time1>=exec\_time2):

        return 1

    else:

        return 0

Main Code:

import kmp

import Z

import tcheck

text="words.txt"

pattern=str(input("enter the word to be searched:"))

a=tcheck.check(pattern,text)

if(a==1):

    print("Z Search")

    Z.z\_search(pattern,text)

else:

    print("KMP Search")

    kmp.kmp\_search(pattern,text)

### 4) Results

The system allows users to input a search word, and dynamically assesses the most efficient algorithm for creating the search array by comparing their execution times. Subsequently, it selects the algorithm with the shorter execution time, optimizing the overall search process. It also specifies the algorithm used and prints all the instances where the specified word exists completely or exists as a part of another word.
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### 5) Conclusion and Future Work

The study concludes by summarizing the key findings and insights gained from the comparison of the KMP and Z algorithms. Additionally, potential avenues for future research in the field of pattern recognition are discussed.
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